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Emergent properties of the BT SDH network 

J Spencer, D Johnson, A Hastie and L Sacks

When planning an SDH network, explicit structure, such as rings or a network hierarchy, is often imposed to allow for easier
network protection and management. Decisions on node connectivity are also heavily dependent on available transmission
capacity and network geography, as well as the demands placed on the SDH transport layer. The strictly imposed structure
therefore makes it unlikely for unplanned properties to appear but here we describe how the BT SDH network exhibits emergent
power-law properties in a range of metrics. These properties are similar to those previously found in the Internet, but the Internet
in contrast is not globally planned, has adaptive elements such as dynamic routing and peering agreements, lacks explicit
imposed structure, and is less coupled to transmission topologies.

This paper shows that even with a wide range of restrictions and controls the BT SDH network topology follows power-laws and
we offer possible sources for them, concentrating on the possible effect of adjacent network layers. The existence of these
properties has wide implications in network modelling, as well as network scaling, growth, and robustness analysis.

1. Introduction
When modelling synchronous digital hierarchy (SDH)
networks it is usual to consider the algorithms responsible
for the planning of these networks. These algorithms are
well defined and consider a wide range of inputs describing
the network scenario, including the demands of the
network, the configuration of nodes, available physical
layer capacity as well as restrictions placed on the design
by various technological issues. During planning it is also
common to incorporate deliberate structures such as rings
to achieve additional attributes such as resilience.
Hierarchies are also used in the network to make the
management of capacity easier.

It would seem that the real-world result could
therefore be easily deduced from knowledge of the
demands and the planning algorithm used. In this paper we
will show that even with strict planning, emergent and
unplanned topological traits appear in the real world SDH
network that we consider. The existence of such traits
within large-scale networks is not without precedence,
however. It has been previously shown [1] that the Internet
demonstrates similar traits at a number of levels, from
router connectivity to the connectivity of sub-domains. In
stark contrast, however, the Internet is not globally
planned like an SDH network, does not have enforced
structure and often uses dynamic routing techniques to
adapt to network conditions. It may not therefore be
surprising to find such emergent topological traits there. 

In this paper we begin by examining the overall
telecommunications system and its constituent layers. We

then briefly describe the macroscopic traits found in the
Internet, an example of one of the layers, the Internet
protocol (IP) layer, and then demonstrate the existence of
these traits in a deployed SDH network. We describe
additional traits to those found in the Internet, including
some describing topology, bandwidth distribution and
geographic connectivity. We then attempt to offer possible
explanations to the source of these traits and describe
some existing models that attempt to emulate these traits
in the Internet and their applicability to SDH networks.

2. Multilayer networks 
To provide usable services to the end user a
telecommunications network consists of a number of
layers, each providing features required to provide the final
service. SDH is the transport layer that provides a
manageable interface to the physical capacity. It can be
seen as part of a simplified multilayer network as shown in
Fig 1. End users provide demands that must be satisfied by
the layers below, all of which impose limitations and
restrictions, such as available resources, or technological
limitations. For example, SDH circuits can be carried in
wavelengths of which there are a finite number per fibre,
and which can only traverse available installed fibre. The
fibre topology is similarly dictated by duct availability. The
layers are therefore closely coupled and highly dependent
on each other.

3. Large-scale networks
Of the many layers in such a multi-layer network we will
consider only two, together with an example network of
each.
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Fig 1 A simplified multilayer network.

3.1 The Internet
The largest example of an IP network is the Internet. It
consists of a large number of interconnected IP networks
that are not strictly planned and often considered near
random in topology. Internally the sub-networks use
interior routing protocols such as open shortest path first
protocol (OSPF) or routing information protocol (RIP) to
route along the shortest number of hops or to minimise
other routing metrics. Internetwork routing is governed by
protocols such as border gateway protocol (BGP) which
implements a set of operator-defined policies to allow
routing of traffic between autonomous system (AS)
domains. The Internet has evolved and experienced huge
growth but has no planned global structure or design and
yet has been shown to exhibit a number of emergent
topological traits. Faloutsos et al [1] examined a single
instance of a router topology and a number of instances in
time of the AS domain topology. They found that the
following four power laws held true of all the topologies:

• Power-Law 1 (rank exponent)

The outdegree (connections from a node) was found
to be proportional to the rank of a node, to the power
of a constant, the rank being the position of the node
in a table sorted (numerically decreasing) by the
outdegree of the node:

• Power-Law 2 (outdegree exponent)

The frequency of an outdegree, fd is proportional to
the outdegree to the power of a constant, O:

• Power-Law (approximation) 3 (hop-plot exponent)

The total number of pairs of nodes, within h hops of
each other, is proportional to the number of hops to
the power of a constant. This is more of an
approximation since it only holds for values of h that
are much less than the network diameter:

• Power-Law 4 (eigenvalue exponent)

The sorted eigenvalues (decreasing order), λi of the
adjacency matrix (an N by N matrix (where N is the
number of nodes) which is 1 when the two nodes are
connected and 0 otherwise) are proportional to the
index, i, into the list, to the power of a constant, ε. The
power law was shown to hold for only the top 20 or so
eigenvalues:

These very distinct traits are not planned and must
exist as the result of individual design decisions by network
operators or be the result of routing protocols. RIP is a
distance vector routing protocol that attempts to optimise
routes based on the number of hops, while OSPF is a link-
state routing protocol that optimises for a specified metric
(the default in Cisco routers for example is link bandwidth).
They are both capable of reconfiguring the network in
minutes, rather than hours or days.

3.2 SDH networks
In contrast to the dynamic and relatively unplanned nature
of the Internet, SDH transport networks [2] are
meticulously planned on a global (macroscopic) scale. They
provide end-to-end circuits with strict guarantees on the
delivered levels of service (such as available capacity, delay
or jitter). To provide these guarantees the network must be
dimensioned and planned in advance with the demands on
the network being known (or carefully forecast)
beforehand. During the planning stage explicit structures,
such as rings, are often enforced in the network to provide
for the easier provisioning of resilience, as they are a
simple way to provide alternate paths through the
network. Capacity is also often allocated to form a
hierarchy, which allows for the easier management and
better growth potential of the network. Any changes to the
network are strictly planned and controlled and happen on
a weekly to monthly scale.
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3.2.1 BT’s SDH network structure
These design principles can be seen in practise in the
generalised diagram of the BT SDH network in Fig 2.

The network consists of approximately four tiers, the
lower tiers being of a ring nature, multi-homed into upper
tiers, while the top tier is a collection of highly meshed
nodes. However, the greatest influence on the location and
connectivity of these elements is still by equipment and
fibre availability, user distribution and collocation of
adjacent layer equipment.

3.2.2 SDH site topology
To investigate the deployed topology and the possibility of
emergent properties a single instance of the configuration
of BT’s narrowband SDH network was considered. The
snapshot consisted of end-to-end circuits, the bandwidth
allocated to these circuits and the geographic position of
all the nodes traversed by the circuit. In this study we will
be considering the connectivity of the sites, rather than
individual rack equipment. In our network topology, a node
is considered to be a site and two nodes are linked if there
are one or more circuit hops passing between them. Since
we are only considering the core network all customer
nodes have been removed as well as the links to these
nodes.

The network consisted of a few thousand nodes and
had a links-to-nodes ratio of 1.77. A number of the plots in
this study have been normalised to protect certain network

information — the power-law fit exponents or correlation
factors are not influenced but the y-intercepts are.

Figure 3 shows a plot of the degrees (the number of
links connected to a node) of each of the nodes against
their rank when sorted in decreasing numerical value of
degree. The SDH network exhibits a relatively good
conformance to the power-law-fit with an R2 value of
0.929 (R2 is a standard statistical measure of deviation of a
fit to data points with 1.0 being an exact fit). This is
equivalent to Power-Law 1 in the Internet topologies.
Degree rather than in-degree (number of incoming links) or
out-degree (number of outgoing links) is being considered,
as all circuits are symmetric.

Fig 3 Power-Law 1 — the degree rank exponent.

Fig 2 The planned BT SDH network.
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In Fig 4 we have the frequency distribution of the
degrees of the nodes (Power-Law 2). We can see that again
there is good conformance (R2=0.932) to the power-law-
fit. This suggests that the network has developed a
tendency to have a very large number of nodes with low
connectivity and a small number of nodes with a very high
connectivity.

Fig 4 Power-Law 2 — the frequency distribution of node degree.

In Fig 5 we have a plot of the number of pairs that are
separated by the given number of hops (Power-Law 3). This
law is only an approximation as it only holds when a node
pair separation is 7 hops or less.

Fig 5 Power-Law 3 — the hop-plot approximate power-law (only 
holds when number of hops between nodes is 7 or less).

Power-Law 4 in Fig 6 is the eigenvalue power-law
which is a plot of the eigenvalues of the adjacency matrix
sorted in decreasing order plotted against the index into
that list. Eigenvalues are a function of the network size, the
cliques (sub-graphs) present in a topology, and their
connectivity. The SDH data shows very good conformance
to the power-law fit (R2=0.995), even for the thirty highest
eigenvalues.

 We can see that, while created very differently, the
Internet and this SDH network both exhibit the same
emergent topological traits and follow the same power-
laws, albeit with different exponent values. The SDH
network does, however, follow further power-laws.

Fig 6 Power-Law 4 — the descending sorted list of real eigenvalues 
of the adjacency matrix.

In an effort to find the effect of imposed structure it
was found that the clustering co-efficients [3] of the nodes
formed a power-law with their rank in a sorted list. The
clustering co-efficient of a node is defined as the ratio of
the total number of links between all of the nodes in the
neighbourhood of a node (the node and all of its
immediate neighbours) and the total number of possible
links in that neighbourhood:

where cv is the clustering co-efficient of node v, lneigh is the
number of links between all nodes in the neighbourhood
and dv is the number of nodes directly connected to the
central node, v.

The plot of co-efficient against rank can be seen in
Fig 7. It has a number of interesting features, including the
upturned tail on the left and the plateaus in the right half.
The tail could be the result of the removal of customer
nodes and links, which would cause an increase in the
clustering co-efficient of edge nodes since they were
previously hub nodes. The rightmost plateau, which is at a
clustering co-efficient of 1.0, is probably the tier 1 nodes
which are highly meshed. The much wider plateau of 0.66
is probably caused by homogeneous rings in the lower tiers
as there so many of them.

The fifth power-law can therefore be defined as:

• Power-Law 5 (clustering co-efficient rank exponent)

The clustering co-efficient, cv, was found to be
proportional to the rank of the co-efficient, to the
power of a constant, C:

We have now seen how a globally planned network
exhibits a range of topological traits. To further understand
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the sources of these traits and the extent to which they are
present we will consider the geographic distribution of the
SDH sites.

3.2.3 Network geography
One of the aims of network planning is cost minimisation
and as a result network access points are often placed as
near to the centre of clusters of customers as possible. This
minimises costs associated with customer access systems
and therefore causes the geographic site distribution to
follow population distribution. It has been previously
shown that the customers, and therefore SDH nodes,
follow a fractal distribution [4], but we must examine the
effect that the distance between SDH sites may have on
their connectivity. In Fig 8 we find the distance between
every node pair plotted against the probability of a link
existing between nodes over that range. The distances
between nodes are grouped in bins of 500 distance units.

Fig 8 The probability that a pair of nodes are connected versus the 
geographic distance between the two nodes (distances have been put 

in 500 distance unit bins).

We can see that there is a sharp drop in linking
probability as the distance between nodes increases. Since
there is a clear relationship between link probability and
distance the connectivity must be a function of node
distribution and therefore physical layer cost functions.

Now we will consider how prevalent the traits are
throughout the network geography and the network
hierarchy. As we move from town, to city, then national
scale we follow the tiers up the hierarchy of Fig 2. To
examine the existence of these traits throughout the tiers
we can divide the country by a grid of fixed sized squares.
The width of the square will be denoted by M, which is in
the distance units used before. As M increases, more and
more nodes are grouped within these squares. The
connectivity of the squares then follows the connectivity
of the nodes enclosed within the squares. As M increases
each square will encapsulate towns, then cities, counties
and finally the whole country will be contained within a
single square.

In Fig 9 we see the effect of increasing M on the
exponent of the degree distribution (Power-Law 2). The
right axis shows the R2 value of the power-law fit. It is not
until M reaches 4000 distance units that the conformance
drops below 0.90. At this scale we are examining entire
towns, but large cities could still span multiple grid
squares.

Fig 9 The Power-Law 2 exponent for increasing grid size, M, as well 
as the conformance to the power-law-fit, R2, on the right axis.

So even the connectivity of entire towns, containing
many SDH sites follows Power-Law 2. The extent of this
can be further seen in Fig 10 where R2 is plotted against M,
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but with the fraction of total nodes in the grid on the right
axis. The conformance does not drop below 0.90 until the
topology contains 10% of the original number of nodes.

The grouping of nodes into squares at different scales
(values of M) is equivalent to the box-counting [5] method
for finding the fractal dimension of the geographic node
distribution. The clear slope between M=1000 and
M=10 000 demonstrates that site distribution is scale
invariant and the gradient of this slope, and therefore the
fractal dimension, is 1.46.

3.2.4 Bandwidth distribution
Another aspect of the network to be influenced by network
geography and topology is bandwidth distribution. User
distribution, and therefore demand end-points, together
with routing algorithms and the available physical
capacity, all dictate the distribution of allocated bandwidth
within the network. In Fig 11 we can see this distribution,
where total allocated capacity between nodes, rather than
available physical capacity is plotted.

Fig 11 Allocated bandwidth distribution between sites (normalised 
bandwidths have been put in fixed-size bins). 

This distribution follows a power-law with a weaker
conformance of 0.873 and has a slight tendency to arch on
the left half of the plot.

We have now seen how a globally planned network,
designed by well-specified algorithms and under the
influence of undefined forces has formed a number of
macroscopic emergent traits. The traits do not appear
explicitly in network design algorithms and therefore must
be the response of the algorithm to the input data set.

4. Where do these emergent properties 
originate? 

The emergent traits of the SDH layer are unplanned and
unexpected. The source of the traits must therefore lie in
the formation and evolution of the network and
unspecified local effects on the growth. SDH networks do
not use dynamic routing and when changes do happen
they occur on weekly or monthly scales and are often

incremental rather than entire reconfigurations. The major
influences on these changes are fourfold.

• Technology

There are very large restrictions on the planner, from
equipment limitations, to capacity limits, capacity
granularity, physical connectivity and legacy network
demands. The BT SDH network also has to cater for
the large amount of legacy traffic that was originally
plesiochronous digital hierarchy (PDH) based. The
original planning of this traffic was decided by PDH
planning techniques that had even more technological
restrictions, such as those imposed by the ‘multiplexer
mountain’. In contrast to this, IP networks are much
more dynamic and far less inhibited, with links capable
of crossing the entire country through a single SDH or
ATM circuit and there being no capacity granularity
issues. IP dynamic routing protocols, which can
reconfigure the network in seconds or minutes, often
have metrics based on either link capacity (default
OSPF metric behaviour in Cisco routers) or hop count
(RIP) to destination. SDH planners consider a
combination of the two. These technologies, routing
protocols or network architectures, do not, however,
impose explicit power-law traits.

• Network architecture

When adding new links to an existing SDH network
the planned structure must be followed. It can be
shown, however, that simple models of an SDH
network such as a three-tier random collection of
rings of nodes does not exhibit such laws, neither does
a three-tier collection of networks which are
internally randomly connected (a simple model of the
Internet). Aside from the basic connectivity elements
(rings, meshes) the two network types differ further
— in organisation. The Internet consists of stub
networks that contain end users, and transit networks
that carry the traffic between the stub networks [6]. In
SDH networks on the other hand 97% of the sites are
connected directly to an end customer; there is little
distinction between edge nodes and core nodes. It is
conceivable therefore that the topology of the SDH
network is much more closely coupled to the demand
of the layers above than an IP network would be. 

• Adjacent layer cost functions

The design of each layer must be accommodated by
the layer below and as such the design will be
influenced by cost functions imposed by that layer.
Due to its proximity to the physical layer SDH is much
more tightly coupled to geography. IP on the other
hand makes demands of the transport layer and is less
inhibited by the physical layer: a single hop in an IP
network could be carried by a single SDH circuit across
the length of the entire country. IP does not
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necessarily need to be carried over SDH either, and
could use a range of layer 2 technologies, such as
frame relay, FDDI or Ethernet, all of which have their
own limits.

It can be shown though that cost-function-based
connectivity models for geographic distribution do
not necessarily produce power-law compliant
topologies. Based on uniformly random node
distribution, or even heavy-tailed node distributions
and a connection cost function such as that proposed
by Waxman [7], the traits do not exist. 

• Demand growth characteristics

The specifics of the demands being added could result
in these traits. Different types of customers will
exhibit different types of growth. With the growth of
Internet usage at home, residential customers may
require more capacity to reach Internet service
provider (ISP) points of presence (PoPs), or with the
growth of virtual private network (VPN) services
there will be increased demand between business
sites. If the demand problem is simplified to assume
that the new nodes will have an affinity to the larger
of the existing nodes, then we could model such
growth using a prototype by Albert and Barabási [8].
Their models concentrated on preferential con-
nectivity according to existing connectivity; new
nodes would connect to existing nodes favouring the
more connected nodes. The models do in fact produce
topologies that follow power-laws. The exponents of
the fits are, however, different to the exponents
measured for the Internet and BT SDH network, but,
more importantly, they are too simple as they totally
disregard cost functions such as those associated with
geographic distribution and technological restrictions.
Additionally, for SDH networks, they do not consider
the explicit network design.

 Of these possible influences only the growth model by
Albert and Barabási could produce the power-law traits.
The effect of the other influences is undeniable however:
The network architecture does exist, as do cost functions
(Fig 8) and so do technological limitations. For further
models producing power-law topologies, see Mitzen-
macher [9], and on the effect of structure on topologies,
see Tangmunarunkit et al [10].

4.1 Self-organising criticality and multilayer 
feedback

When discovering the emergent traits of the Internet,
Faloutsos et al suggested [1] that the source could be a
self-organising system that would reconfigure the
topology to cater for increased network demand. This
could imply that core nodes with their higher capacity links
will also have higher connectivity. To investigate this,

Fig 12 has a plot (for the SDH network) of the bandwidth
of a link against the degree of the less connected of the
two end-points of the link. There is a very concentrated
cluster in the lower left quadrant of the graph and a lack of
high bandwidth with low degree links, the correlation co-
efficient of the points is 0.611.

Fig 12 The lower of the two degrees of the link end-points versus 
the allocated bandwidth of the link.

This would suggest that, if there is a relationship
between node size (capacity) and its connectivity, it is not
a simple one. This being the SDH network, the lack of an
obvious relationship could be caused by imposed structure
or the lack of a clear distinction between edge and core
nodes. The lack of a clear relationship does not, however,
discount the theory; it can be shown that the addition of
core links to sustain increased demand from a growing
network also creates power-law adherent networks [11]. 

The problem again with this growth model is the lack of
physical layer cost functions and network structure. In
Spencer and Sacks [11], the use of physical layer cost
functions immediately made the network deviate from the
power-law traits.

The source of the traits is the subject of on-going
research and the contributions of all of the above sources
must be considered. The universality of the traits, being in
different layers and at various levels (i.e. it exists in both
Internet router and AS domain topologies) of each network
suggests the source may lie in a more inherent process.

It has been suggested that as part of the self-organising
system the need to minimise resource usage could be
responsible [12]. That would certainly be present in both
SDH networks, as part of the planning algorithm, and the
Internet, as part of metric-based routing protocols. If the
dynamics of layer growth and its effects on adjacent layers
are to be properly understood, then better models for
these traits must be devised.
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5. Discussion and conclusions
We have presented a number of unplanned traits emerging
from a strictly planned and highly structured SDH network.
The traits are present at the site topology level and
continue up to the connectivity of towns and cities. While
this was an examination of only a single instance of an
SDH network, the mere possibility has very wide reaching
implications.

In traffic forecasting and scalability analysis, knowledge
of the macroscopic design can be used to find bottle-necks
and under-utilisation. These traits also give a better picture
of the demand an SDH network can place on the physical
layer and WDM planning can now benefit from more
realistic demand models, as would simulation of the SDH
network itself [13]. If the sources of these traits were
properly captured then it would be possible to predict the
effect of physical layer changes on the layers above and
develop more robust and scalable networks.

The actual traits, and not just modelling based on
them, have wide ranging implications too. As there are no
size-dependent characteristics in the plots, the network is
considered as not having obvious limiting factors to its
scalability. The precise source of the traits is elusive and is
conceivably part of the large-scale problem of resource
minimisation within multilayer networks and the feedback
between the constituent layers. Layer limitations, design
principles, legacy network contributions and population
interaction all play a part in this self-organising feedback
system and their contributions are hard to evaluate. 
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